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Statistics: A Life Cycle View
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b of the eight life cyde phases listed above. Adoptinga li

of statistics has obviows implications to research, education, and sta®
practice. These are presented in the context of several examples. We conchug

with a discussion of such implications.
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oStatistics is important because it is conceived as
contributing to acausal understanding..

Statistics can indicate causaléyen in the

absence of a mechanistic understanding 2006
But the traditional selconception of statistics Is 1977
that it can rarely say anything about causality. 1953

. , 1936
This Iis gparadoxe 1931

1923
1921
1904
1886
1738

A journey back

Into the past

Statistikk50) NJome remarks on causality*

Odd O. Aalen

*From a presentation celebrating0 years to the establishment of a Masters Degree in Statistics in Norway2 212906



aveks Data analysis and regression : a second course

DATA ANALYSIS In statistics AddisonrWesley, 1977

FrederickMosteller John Wilder Tukey
19162006 19152000
Causation: ccausation, though often our major concern, is

1. Consistency
2. Responsiveness
3. A mechanism

usually not settled by statistical argumeats
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Albert Einstein18791955

oDevelopment of Western science is based on twc
great achievements: the invention of the formal
logical system (in Euclidean geometry) by the
Greek philosophers, antie discovery of the
possibility to find out causal relationships by
systematic experimen{during theRenaissance).

A. Einstein, Apr23, 1953



Jean Pilagetl896¢ 1980

Piaget's (1936) theory of cognitive development
explains how a child constructs a mental model of
the world. His contributions include a stage theory
of child cognitive development, detailed
observational studies of cognition in children, and a
series of tests to reveal different cognitive abllities.

fehild

i : |
l Jean Piaget

& Birbel Inhelder

NThe infant® hand hits a hanging toy. The infant sees it bob about, then repeats
the gesture several times, later applying it to other objects as well, developing a
striking schema for striking. 0

The notion of causality in the infant & model entalils a primitive cause-effect
relationship between actions and results. For example if Z = @ull string hanging
from bassinet hooddoY = doy shakes) the infant & model contains the causal
relationshipZ Y Y.



W. Edwards Demin@900-1993

OTests of variables that affect a process are useful only ifphegict
what will happen if this or that variable Is increased or decreased

Statistical theory, as taught in the books, is valid and leads to
operationally verifiable tests and criteria for anumerative study
Not so with amanalytic problem as the conditions of the experiment
will not be duplicated in the next trial.

Unfortunately, most problems in industry are analyta*

*From preface tolhe Economic Control of Qualityraffacturedproduct
by W.Shewhart 1931
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JerzyNeyman(1894-1981)

1880, Vol. 5, No. 4, 485-480

On the Application of Probability Theory to
Agricultural Experiments. Essay on
Principles. Section 9.

Jerzy Splawa-Neyman

Translated and edited by D. M. Dabrowska and T. P. Speed from the Polish original, which
appeared in Roczniki Nauk Rolniczych Tom X (1923) 1-51 (Annals of Agricultural Sciences)

Abstract. In the portion of the paper translated here, Neyman introduces a
model for the analysis of field experiments conducted for the purpose of
comparing a number of crop varieties, which makes use of a double-indexed
array of unknown potential yields, one index corresponding to varieties and .

the other to plots. The yield corresponding to only one variety will be POte ntl al
observed on any given plot, but through an urn model embodying sampling
without replacement from this doubly indexed array, Neyman obtains a

formula for the variance of the difference between the averages of the OUtcomeS
observed vields of two varieties. This variance involves the variance over
all plots of the potential yields and the correlation coefficient r between the
potential yields of the two varieties on the same plot. Since it is impossible
to estimate r directly, Neyman advises taking r = 1, observing that in
practice this may lead to using too large an estimated standard deviation,
when comparing two variety means.
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» UNITED STATES MEDICAL LICENSING EXAMINATION ®

Figure 2. Latent variable path analysis model of UGPA, MCAT, and USMLE (Steps 1-3) latent variables employing ML estimation (n =
24,872). Note. Fit indexes: x3(55) = 11726.28, p < .001 (CFI = .928, RMSEA = .025). UGPA -4 = Undergraduate GPA Year 1-4; BS =
Biological Sciences MCAT Subtest; PS = Physical Sciences MCAT Subtest; VR = Verbal Reasoning MCAT Subiest; WS = Writing Sample
MCAT Subtest; Step 1-3 USMLE = United States Medical Licensing Exam Step 1-3.

VR l I SM LE® ACSI model

Structural Equation Models

(SEN
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Contingency tables

DEPARTMENT OF APPLIED = MATHEMATICS,
UNIVERSITY COLLEGE, UNIVERSITY OF LONDON

DRAPERS" COMPANY RESEARCH
MEMOIRS.

BIOMETRIC SERIES, L

MATHEMATICAL CONTRIBUTIONS TO THE
THEORY OF EVOLUTION.

XIIl. ON THE THEORY OF CONTINGENCY AND ITS RELATION
TO ASSOCIATION AND NORMAL CORRELATION. r —

a (x-x)(y-y) —

Karl Pearson

. "e N2 s _\2
KARL PEARSON, E.RS. \/a (X- X) a (y- y) 1857-1936

The term contingency table was first used by Karl Pearson in "On the Theory of Contingency and Its
Relation to Association and Normal Correlation"”, the Drapers' Company Research Memoirs Biometric
Series I, published in 1904.
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Contingency tables

Brit. J. Phil. Sci. 34 (1983), 105-118 Printed in Great Britain

(2.) On the Conception of Contingency.

The Fisher/Pearson Chi-Squared

In mathematical treatises on algebra a definition is usually given of Controversy: A Turning Point for
probability. If p be the probability of any event, and g the probabil} 1 ductive Inferen ce*
event, then the two events are said to be independent, if the prob

combined event be p X ¢. Now let A be any attribute or character| » DAVIS BAIRD

classified into the groups A,, A,,... A, and let the total number | 1 The Chi-Squared Test
examined be N, and let the numbers which fall into these groups be : ;:iiﬁ?iij:;?ﬂds 1915 Paper
respectively. Then the probability of an individual falling into one or | 4 Pearson’s Reply
groups is given by /N, u,/N, ... n/N respectively. Now supp 5 féi?;::;";f .
population to be classified by any other attribute into the groups By, N o G,oimess of Fit and Information
the group frequencies of the N individuals to be m,, m,, . .. m, resp{ 8 Conclusion
prﬂha.blht.y of an individual falling into these groups will be respectively -
ms/N, .. . my/N. Accordingly the number of combinations of B, with A.; to be
expected on the theory of independent probahility if N pairs of attributes are
examined 1s

N X s X Eﬂ_’ ﬂj‘%—'yﬂw say.

NN' N

14



Contingency tables

i

Now it must be ci{lite clear that if we make our measurement of contingency any
function whatever of such quantities as 7., — vu, 168 magnitude will be absolutely
independent of the order of classification, 7.2, its value will be unchanged if we
re-arrange the A’s and the B's in any maunner whatever. This is the fundamental
oain of this new coneeption of contingency. But precisely as we can measure
position or acceleration in a great variety of ways, so it is possible to measure
contingency. We must try to select out of these ways those which: (a) bring
coutingency into line with the customary notions of correlation and association; and
(b) permit of not too laborious calculations leading to the required measure.

" - P
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Contingency tables

I

e
P3LITE

The

Grammar of Science

BY

KARL PEARSON, M.A., F.R.S.

ROFESSOR OF APPLIED MATHEMATICE AND MACHANIC

SECOND EDITION, REVISED AND ENLARGED.
WITH 33 FIGURES IN THE TEXT

LONDON
ADAM AND CHARLES BLACK

1900

In the chapte€ontingency and correlation- the insufficiency of causation
(The Grammar of Scienc&911), Pearson says: "Beyond such discarded
fundamentals as 'matter' and ‘force’ lies still another fetish amidst the inscru
arcana of modern science, namely, the category of cause and effect."

CONTINGENCY AND CORRF.I.ATIO[G 159

B, occurs #,, B, occurs », times, and su on. We thus
arc able to obtain @ general distribution of B's for each
class of A that we can form, and were we to go through
the whale population, N, of A’s in this manner we should

pbtain a Lable of the following kind :(—
TYIE Oy (L T A b
| Ay Vivial
¥ B -
» b, pIa
£ H, i, s
: | Mye ! 4
o |
Tical s { M My Man N

https://pure.mpg.de/é /item 2é /component/file 2368441/content
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Regression towards the mean i
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Line

dlt is easy to see that consequence of theretation must be the variation of the two organs being partly du
to common causes Galton, F.1886). "Regression towards mediocrity in hereditary stature".

The Journal of the Anthropological Institute of Great Britain and Irel&n246¢263
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Regression towards the meén

Base rate neglect,
Overconfidence,
Anchoring,
Representativeness,
Availability,
Regression towards
the mean,

Spurious correlation,
Framing.

The International

MICHAEL Bestseller
LEWIS

%N

THE Thinking,
UNDOING Fast and Slow

PROJECT
R pame N ancoan ¥y

Treatment to reduce high levels of a measurement

People with extreme values of the measurement, such as high blood
pressure, may be treated to bring their values closer to the mean. If they
are measured again we will observe that the mean of the extreme group
now closer to the mean of the whole population, that is, it is reduced. Th
should not be Iinterpreted as showing the effect of the treatment.

Relating change to initial value

We may study the relation between the initial value of a measurement a
the change in that quantity over time. In antihypertensive drug trials, for
example, it may be postulated that the drug's effectiveness would be
different (usually greater) for patients with more severe hypertension. Th
IS a reasonable guestion, but, the regression towards the mean will be
greater for the patients with the highest initial blood pressures, so that w
would expect to observe the postulated effect even in untreated patients
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Regression towards the meén

Base rate neglect, Comparison of two methods of measurement
Overconfidence, : :

Anchoring, When comparing two methods of measuring the
Representativeness, same guantity researchers are sometimes tempted
Availability, :
Regression towards to regress one m_ethod on the other. The fallacious
the mean, argument is that if the methods agree the slope
?F;r::ﬁlugs correlation, should bel. Because of the effect of regression

towards the mean we expect the slope to be less
than 1, even If the two methods agree closely.

https://www.ncbi.nlm.nih.gov/pubmed16921578

Stephen Senn (2006), Change from baseline and analysis of covariance revisited, Stat Med.; 25(24):4334-44
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Representativene®s

Base rate neglect,
Overconfidence,
Anchoring,

Representativeness, The hot hand fallacy |1
Availability,

RegreSSion towards The Hot Hand in Basketball: On the Misperception
the mean, of Random Sequerices A 91% of the fans believe that a playet

i I THOMAS GILOVICH ]
?F;rg%lés correlation, has a better chance of making a shc

after having just made his last two o
ROBERT VALLONE AND AMOS TVERSKY three shots than he does after havin

e just missed his last two or three sho
The “Hot Hand”’: wand na e hosime n e e of et Bemimen i A\ 84% Of the fans believe that it is

S 'l' t. t. I R I. t fans alike tend to believe that a player’s chance of hitting a shot are greater
following a hit than following a miss on the previous shot. However, detailed =
a ls . IFa €a ! y or analyses of the shooting records of the Philadelphia 76ers provided no evidence I m p O rtant to p aSS th e bal I to
C 0 gn Itlve Illu Slon ? for a positive correlation between the outcomes of successive shots. The same
. conclusions emerged from free-throw records of the Boston Celtics, and from a h h 1 t d
controlled shooting experiment with the men and women of Cornell's varsity Someone W O aS JUS ma e Seve ra
teams. The outcomes of previous shots influenced Cornell players’ predictions .
o . but not their performance. The belief in the hot hand and the “‘detection’™ of h f h
Amos Tversliy and Thomas Gilovich streaks in random sequences is attributed to a general misconception of chance (tW01 t ree ] Or O u r) S OtS I n a rOW
according to which even short random sequences are thought to be highly rep-
resentative of their generating process.  © 1985 Academic Press. Inc. 20
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Framing.

Base rate neglect,
Overconfidence,
Anchoring,
Representativeness,
Availability,
Regression towards
the mean,

Spurious correlation,
Framing.

‘A ldetime’s worth of wisdom®
Srevrn ) Loy, co-setbeor of F

The International

MICHAEL Bestseller
LEWIS

B . Thinking,

THE
UNDOING  Fastand Slow
PROJECT e
; e et Oi Daniel Kahneman o

Wininer of the Nobel Prize

Muller-Lyer optical illusion
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David Humel(711-1776)

1. Analytical vs. empirical claims,

"Thus we remember to have seen that species of obje
call flame and to have felt that species of sensation wg
call heat We likewise call to mind their constant

conjunction in all past instances. Without any farther
ceremony, we call the omauseand the otheeffect and
infer the existence of the one from that of the other."

the former are product of
thoughts, the latter matter of

fact
2. Causal claims are empirical

3. All empirical claims originate
from experience.
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A journey back

Into the past

https://en.wikipedia.org/wiki/Newton%7s cradle 2020

OOEE

' ; 2006
CAUSAL INFERENCE | =~ o
IN STATISTICS s 1936
A Primer 1931
Judea Pearl 1923
Madelyn Glymour 1921
Nicholas P. Jewell 1904
() = WILEY 1886

1738
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Fishbone cause and effect diagrams

Bayesian networks
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Propensity scores in observational studies

Counterfactuals and do calculus

Personalized medicine, condition based maintenance and Indd<iry
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Wiley StatsRef:
Statistics Reference Online

Cause-and-Effect Diagrams

By Ron S. Kenett™?

Keywords: scatter plots, Ishikawa diagrams, structural equation models, Bayesian networks, integrated
management models

26



Causetffect Diagram

AODbjectives: Visual presentation of relationships between
Effectand possibléCauses

AHow?:Listof possible Causes and th&itructure(Fishboné

Aindividual and Teamworktool for improvement program
Initiation

APossibility to select critical Causes basedEgpert
Knowledge



Causetffect (Ishikawa) Diagram

(Fishbone Diagram)

Causes Effect
T
Method Manpower Kaoru Ishikawa
1915-1989
%1 Quaiity
Material vMachanYY
/
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Causekffect Diagram Methodology

Brainstorm

Cause-Effect




Round robin process

N -

Rules 4

. 'YOu can sagpass
. You can build on

otherQ ideas

. No critigue allowed

(even self)

. Indicate where to

note the idea on
the fishbone
diagram
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| ost control of a car

Flat Tire Slippery Road

Ice
Nail
Snow

Blow-Out
Lost
Control
Broken Tie Rod Poor of Car
Training {Chemically
Stuck Impaired
Worn Pads Accelerator
Brake Failure Poor Reflexes

Fluid Loss Reckless Sleepy

Mechanical Failure Driver Error




9 participants,2 votes each to prioritize impact, cost afehsability

Lost control of a carimprovement priorities

Effect

2

O,

Z

)

go

()

2

%

__ %
)

e — GO

Causes

Causes

Flat Tire Slippery Road Mechanical
Nail Oil Failure
Rock Rain Brake failure
Blow-out lce Broken tie rod
Glass Stuck
Snow @ accelerator @

Driver error

Reckless To minimize the effect we will

Poor training focus on the causes in green lis
Poor reflexes
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Eguipmant Policies

MEAN IMFRO CONFERERCE - ATLANTA, 19791

WALITY MANAGEMENT ALSO APPLIES
TO A SCHOOL OF MANAGEMENT

: . Open door
Fishbone Diagram heduli Thomas E. Kelly
[Deam and Professor
Plant calendars SC edu Ing
N problems at Ron Kene
o written policias Profassor
]
the dean's
] Eliraheth Newian
office Soc iy
] (iary b Roodman
Scheduling Associate Tean and Professor
No agenda ;" collisions
Suprise from Angela Wowk
Intﬂrupm:urts SUPErioNs Secmimy
Mo ‘El"l'ljll'lﬂ tlrn-El chool of Management
spacified Mo control of Stake University of New York al Ringhamion
ending time Hinghamion, NY 135026000
Rescheduling Human error ABSTRACT

Mo procedure for/  3-20.01

coornation f

Procadures Paople

kescribes a quality improvement project underiaken by the Deans’ Office
 of Manzgement st SUNY-Ringhamion. The focus of the project was the
o ithe Dean's daily sppomiments. &s the School bas grown over the last
rs amd demand for the Dean's time has inoeesed, scheduling his
ix bas hecome & mor and mom complex sk The goal of this project was
5 o put mom peedicizbility into the Dean's schedule and insure that his
s achmlly unfold as planmed. The progect has broughl improvemenis bo
Mfice and has sparked TOM activities in other paris of ke Schoal.
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Contreol Chart for proportion of "appointment problems”
1.2
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Control Chart tor proportlon of "appolniment problems™
3/6/91, updated on3/27/91
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Judea Pearll(985

MEMORY FOR EVIDENTIAL REASONING®

B A O A r REASORINGS 1D sitions (or variables), the arcs signify the cxistence of direct causal dependencies between

Judea Pearl
Computer Science Department
University of California
Los Angeles, CA 90024
(judea@UCLA-locus)
(213) 825-3243

Topics: Memory Models
. Belief Systems
Inference Mechanisms
Knowledge Representation

Submitted to the
Seventh Annual Conference of
the Cognitive Science Sodety
15-17 August 1985

P.Spirtes C.Glymourand RScheines

"Causality from Probability" Proceedings |
the Conference on Advanced Computing
the Social Sciences, Williamsburg, 200

R-43
April 1985

Bayesian networks are directed acyclic graphs in which the nodes represent propo-

the linked propositions, and the strengths of these dependencies are quantified by condi-
tional probabilities. A network of this sort can be used to represent the deep causal
knowledge of an agent or a domain expert and turns into a computational architecture if
the links are used not merely for storing factual knowledge but also for directing and ac-
tivating the data flow in the computations which manipulate this knowledge.

The first part of the paper defines the properties of Bayes networks which are
necessary to guarantee completeness and consistency, and shows how dependencies and
conditional-independence relationships can be tested using simple link-tracing operations.
NHST TSR WSllart of the paper deals with the task of fusing and propagating the

e A —___ al e

Networks of Plausible Inference

El Applicability of probabilistic methods to tasks requiring

iy automiaied reasoning under uncertaitXy Application areas

0 include diagnosis, forecasting, image understanding, multi
e SENSOr fusion, decision support systems, plan recognition,

: planning and control, speech recognitiqm short, almost

tt any task requiring that conclusions be drawn from uncertain
¥ clues and incomplete information.

N mrws f L A s am asmmmr e e = g _— =™ — g m——————— e

le develop causal models.
https://www.sciencedirect.Com/science/%rticle/
pii/B9780080514895500059
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(X)) (%2) (x3) (Xo) (Xo) Independence
P(X3 X;) =P(XQ)POS)POS)IPOL)IPOS)

@/\@@/@ Markov Model

P43 X5) =POQPOL | X)DP(OG | X2)P(Xy | X3)P(%s | Xy)

(%) (%) (X3) 0%) Bayesian Network

P(X3 X5) =PRQPCOG| X)POS | X)PX)POS | Xs)
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Five events, over time

time | Earthquake Burglary |Radio |Alarm | Call
1 0 0 0 0 0
2 0 0 0 0 0
3 0 0 0 0 1
4 0 0 0 o) o)
5 0 1 0 0 0
6 1 0 1 1 1
7 0 0 0 0 0)

0.01 /




A Bayesian Network

Radio (R)

P(C,A,R,E,B) = P(B)*P(E|B)*P(R|E, B)* P(A|B,E, R)* P(C|A, R,B,E)

AC.AR.E,B) = | P(B)* P(E)* A(R|E)* M(A[B,E)* P(C|A)

45



What is the effect of earthquake and radio on alarm?

causes

\Prediction

P(Alarm| Earthquake Rad)e= (P Alarin Earthqud

4 6



effect

What Is causing the call?
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The Law of Total Probability

Law of Total Probability

P(A) ==z P(A, B)

=Sg P(A | B) P(B) where B is any random variable
Why is this useful? given a joint distribution (e.g., P(A,B,C,D)) we can obtamangynag probability
e.g.,

P(B) SA SCSD P(A, B, C,D)
Less obvious: we can also compate/ conditional probability of interesjiven a joint distribution,
e.g.,

P(c|b) 5,S,P(a, c,d|Db)
=1/P(b) S,S,P(a, c, d, b)
where 1/ P(b)is just a normalization constant

Thus, the joint distribution contains the information we need to compute any
probability of interest.



The Chain Rule

We can always write
P(a,b,cXz) =P(a|b, &. z) P(b, cX2)
(by definition of joint probability)

Repeatedly applying this idea, we can write
P(a,b,cXz) =P(a|b, . z)P(b]|c,..z)P(c|.. 2)..P(2)

This factorization holds for any ordering of the variables.
This is the chain rule for probabillities.



Conditional Independence

2 random variables A and B are conditionally independent givéin C

P(a,b|c)=P(alc)P(b|c) forallvaluesa,Db,c

More intuitive (equivalent) conditional formulation
A and B are conditionally independent giverifC
P(al|b,c)=P(@|c)OR P(b|a,c)=P(b|c) forallvaluesa,b,c
Intuitive interpretation:

P(a| b, c) =P(a| c) tells us that learning about b, given that we already know c, provides |
change in our probability for a,

l.e., b contains no information about a beyond what c provides
Can generalize to more th&random variables
E.g., K different symptom variabl¥s, X,,X,X, , and C = disease
PX1, X5, X, X | C) =P PX; | C) o o i ]
lftaz 1yz2ey la UKS Yyl O@S .leSa laadzYLlWuwAz2y




Bayesian Networks

A A Bayesian network specifies a joint distribution in a structured form

A Represent dependence/independence via a directed graph
A Nodes = random variables
A Edges = direct dependence

A Structure of the graple Conditional independence relation

In general,

P(X{, X5,....X ) = P P(X; | parents(X ;))
The full joint distribution The grapbkstructured approximation

A Requires that graph is acyclic (no directed cycles)

A 2 components to a Bayesian Network
A The graph structure (conditional independence assumptions)
A The numerical probabilities (for each variable given its parent)



A3-way Bayesian Network

Marginal Independence:
@ @ P(A,B,C) = P(A) P(B) P(C)



A3-way Bayesian Network

D@

Markov dependence:
P(A,B,C) = P(C|B) P(B|A)P(A)

53



A3-way Bayesian Network

N

Conditionally independent effects:
P(A,B,C) = P(B|A)P(C|A)P(A)

B and C are conditionally independaqntven A.
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A3-way Bayesian Network

Independent Causes:

P(A,B,C) = P(C|A,B)P(A)P(B)
() ()

N
(&

A car's engine can fail to start (C) due either to a dead battery (A) or due to a blocked fuel pump (B). Ordinariynave &
that battery death and fuel pump blockage are independent events, because of the essential modularity of such

automotive systems. Thus, in the absence of other information, knowing whether or not the battery is dead gives us n
information about whether or not the fuel pump is blocked. However, if we happen to know that the car fails to start (i.¢
we fix common effect (C), this information induces a dependency between the two causes battery death and fuel bloc
Thus, knowing that the car fails to start, if an inspection shows the battery to be in good health, we can conclude that t
fuel pump must be blocked.
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Burglary example revisited

Consider the following binary variables:
B = a burglary occurs at your house
E = an earthquake occurs at your house
A = the alarm goes off
J = John calls to report the alarm WQ l‘ |
M = Mary calls to report the alarm L} “ N

Whatis P(B | J, M) ?

AWe can use the full joint distribution to answer this question
This require®® =32 probabilities

A Alternatively, we can use prior domain knowledge to come up with a Bayesian

Network with fewer probabilities

56



Constructing a Bayesian Network

Order the variables in terms of causality
e.qg., {E, B» {A}-> {J, M}
PJ,M,A E,B)= P(J,M|A, E, B) P(A| E, B) P(E, B)
~ PJ, M| A)P(A| E, B) P(E) P(B)
~ PA|A PM|A)P(AlE, B) P(E) P(B)
These causality assumptions are reflected in the graph structure of the Bayesian Net

Unconstrained joint distribution requires 2§ probabilities. If we have a Bayesian
network, with a maximum of k parents for any node, then we need2k)mprobabilities.
Example: Full unconstrained joint distribution with 86-needs1( probabilities for full

joint distribution but binary Bayesian network with 188, k =4, requires only480
probabillities.



The Burglary Bayesian Network Structure
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Constructing the Bayesian Network

PJ, M, A E,B)=
PUJ|A) P(M|A) P(A|E, B) P(E) P(B)

Earthquake

There are3 conditional probability tables (CPDs) to be determined:

PU[A), PM|A), P(A|E,B)
Requiring2 + 2 + 4 =8 probabilities

And2 marginal probabilities P(E), P¢(BR more probabilities

These probabilities come from
AExpert knowledge
AFrom data (relative frequency estimates)
AOr a combination of both




The Bayesi
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001

P(E)
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WARNING
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10 probabilities
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D)

.70
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The Bayesian Network for a different variable ordering

MaryCalls

Burglary

(a)
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The Bayesian Network for a different variable ordering

MaryCalls

6 2



Inference (Reasoning) in Bayesian Networks

Consider answering a query in a Bayesian Network
Q = set of query variables
e = evidence (set of instantiated variaialue pairs)
Inference = computation of conditional distribution¢€)

Examples -
P(Burglary | Alarm) -
P(Earthquake JCallsMCall3 gayes The |

PJCallsMCallg| Burglary, Earthquake) |
P(B|A)=P(A|B)P(A)/P(B)

We can use the structure of the Bayesian Network to answer such queries efficientl

63



Example

P(A, B, C, D, E, F, G) is modeled as P(A|B)P(C|B)P(F|E)P(G|E)P(B|D)P(E|D)P(D)



Example

Say we want to compute P(A | ¢, g)

65



Example

Direct calculation: F¥|c,0) = SgperP(A,B,D,E,F [c,9)

Complexity of the sum is O(f

6 6



Example

Reordering:
Sy P(AIB) Sp PBID,0) Sg P(DIE)Sk P(E,F |g)

6 7



Example

Reordering:

Sg P(AB) Sp PB|D,0) S P(D]

e

PEl9

6 8



Example

Reordering:
Sy, p(alb)Sy p(bld,c

S p(dle) p(elg

p(d|g)

69



Example

Reordering:
Sg P(A|

8) Sy PBID,9 PD|9)

P®B|c.9
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Example

Reordering:
S, P(A|B) P8|c.d

PAlc.9

Complexity is O(m), compared to Of)n

71



Realvalued Variables

Bayesian Networks can also handle Redilied variables

AlIf we can assume variables are Gaussian, then the inference and theory for Ba
networks is weldeveloped,

A E.g., conditionals of a joint Gaussian is still Gaussian, etc.
A In inference we replace sums with integrals
AFor other density functions it depends

A Can often include a univariate variable at tiselget of a graph, e.g., a Poisson conditioned on
day of week

ABut for many variables there is little know beyond their univariate properties, e..
what would be the joint distribution of a Poisson and a Gaussian? (its not defin

ACommon approaches in practice
A Put realvalued variables alleaf nodes (so nothing is conditioned on them)

A Assume realalued variables are Gaussian or discrete
A Discretize realalued variables



Take home bullets —_

U Bayesian networks represent a joint distribution using a graph
U The graph encodes a set of conditional independence assumptions

U Answering queries (or inference or reasoning) in a Bayesian network

amounts to efficient computation of appropriate conditional
probabillities

U Probabillistic inference is intractable in the general case but can be
carried out in linear time for Bayesian networks
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| Bayesian
Networks

https://cran.r-project.org/web/packages/bnlearn

Learning Bayesian Networks with the bnlearn
R Package
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http://www.lighttwist.net/wp/uninet
https://cran.r-project.org/web/packages/bnlearn

B Microsoft
Research

&

GeNle ¢ _>VILE

G G

MSBNx

[S.’}HCSI.’)H thworL | :_;'Iit()r and | ool Kit'

https://www.microsoft.com/en
us/download/confirmation.aspx?ids2299

MSBNX Is a component-based
Windows application for creating,
assessing, and evaluating Bayesian
Networks, created at Microsoft
Research

https://msbnx.azurewebsites.net/msbnx/what is msbnx.htm

Q
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Al

BAYES

Data Analytics, Modeling, Decision Support

Decision Systems Laboratory.
Department of Information
Science and Telecommunications
and the Intelligent Systems
Program at the University of
Pittsburgh. www.bayesfusion.com
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Causal probabilistic
network modeling—An
illustration of its role in
the management of
chronic diseases

This paper describes the role of the novel
toch ue of causal probabilistic network (CPH)
modeling as an approach to tackli ;7
system problems typified by that of the
administration of treatment to the patient
suffering from a chronic disease such as
diabetes. Three roles of a CPN are discussed.
First, since diabetes arises as a consequence 0
ired control of carbohydrate metabolism, tho
ability of a CPN to represent the uncertainty of a
ph ically-based model is described.
Second, its ability to make robust estimates of
the parameters of the metabolic model is
presented, and finally, in conjunction Mth
decision theory fprwchn its abil
compare alternative therapies and a vlsa on
insulin therapy for patients with insulin-
dependent dlabetes mellitus is illustrated.

¢ management of chronic noncommunica-

ble diseases such as diabetes (diabetes mel-
litus), raised blood pressure (hypertension), and
clevated levels of cholesterol poses some difficult
challenges for the clinician. In most cases, from
an engineering or systems perspective, such dis-
eases can be viewed as arising from a partial or
complete failure of onc or more of the multitude
of feedback control loops of the human organism.
The management of such diseases requires regu-

1IBM SYSTEMS JOURNAL VOL 31 NO 4 1082

?v'
N

S diabetesxdsl

The basic building block of the system is a one hour model of
the intake and utilization of food, blood glucose and insulin.
The nodes BG and CHO acts as status variables denoting
respectively the glucose in the blood stream and the glucose
reservoir in the stomach. Intermediate nodes are primarily
describing processes that utilizes the glucose

-
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A preliminary model for insulin dose adjustment.
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pages = "239--248",
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Bayesian networks
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But: Correlation 1s not causatidn

2. THE BALLOON IDEA T TTT T T I T T T T T T T T I I T e .

18 /Ll :

The basic idea consists of surrounding the sample plot 7 '

with a kind of “birthday balloon™ that is in fact an 38 / ? ’

ellipse. But let us apply this method to an example u :

taken from a well-known volume by Hoel (1971). The 12 |

sample plot from page 189 of Hoel’s book is reproduced ' / f’ ? &-—: |

in Figure 1. 0P / -h :

First, we draw the balloon so as to surround all or Y R 4 ' ° | H

most of the points and to fit the plot. Second, we mea- ' y ® y |

sure the vertical height of the balloon at its center, h, 26 ’ 4 I

and its vertical height at the extremes, H. Then we 24 lé Il

compute the formula _ " ¢ A :

: |

F=y1-(g). ) ¢ '

o 13 '

If the points inside the balloon are “well distributed,” N\ # !

then the result of the computation usually gives a fairly 1§ 17171 -
good idea of the value of Pearson’s correlation coeffi- 20 22 24 26 28 30 37 34 36 38 40

cient. |

Chatillon, G. ( 1984) The Balloon Rules for a Rough Estimate of the
Correlation Coefficient, The American Statistician,  38(1), 58-60.
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Correlation 1s not causatin

Scatterplot of Y vs X
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Correlations
Pearson correlation -0.501
P-value 0.252 7.5
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Correlation 1s not causatin

Correlations

Pearson correlation -0.501

P-value

0.252

Yi

60

40

20

-20

-40

-50

-25

Scatterplot of Y vsx

Y=(5X-X2)/(1-2X-2X2)

25

50

75

100
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Correlation I1s not causatin

Correlations

Pearson correlation -0.501
P-value 0.252

NoO
correlation

does not
Imply no
causation

60

40

20

-20

-40 |

Scatterplot of Y vsx

Y

=(5X-X2)/(1-2X-2X?)

-50

_25

25

50

75

100

125
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Correlation I1s not causatin

The population of Oldenburg in Germany and LB
number of observed storks 9301936

year 193([)9319329339341935[9345
Populaton (50 (52 (64 |67 |69 7 3 7 6
'N'Q in

correlation thousands
does not Numberof |13 0/150/175190240/245/250
. storks
Imply re
causation

* Box, Hunter and HunteBtatistics for Experimenters: An Introduction to
Design, Data Analysis, and Model BuildihgWiley1978
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Spurious correlation

Time Is a confounding variable

Base rate neglect,
Overconfidence,
Anchoring,
Representativeness,
Availability,
Regression towards
the mean,

Spurious correlation,
Framing.

“Aldetime’s worth of wisdom®
Srevrn D Leviey, co- st of Frrnhomomies

e The International
MICHAEL  Bestseller

LEWIS

“ ~ Thmklng |

THE

UNDOING  Fastand Slow

PROJECT ’
riin tha et o sine | Daniel Kahneman o

Winner of the Nobel Prize

Population

80

Scatterplot of Population vs Storks

75-

70+

65

60

554

Correlations

Pearson correlation  0.931
P-value 0.002

50
100

150

200 250
Storks

300

Correlation
does not

imply
causation
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Population (in thousands)

Spurious correlation

Scatterplot of Population (in thousands) vs Year

80 |
75
70
65
60 -
55 L T T T T T T T
1930 1931 1932 1933 1934 1935 1936
Year

Population (in thousands)

Scatterplot of Population (in thousands) vs Year

75

70

65

1930

1931 1932 1933 1934 1935
Year

1936
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Storks

Spurious correlation

FHtted Line Plot
Storks = - 43637 + 22.68 Year

280 s 16,0995

RSq 917%
RSq(adj)  90.1%

260

240

220

200~

180

140

120

1930 1931 1932 1933 1934 1935 1936
Year

Population (in thousands)

Ftted Line Plot
Population (in thousands) = - 6838 + 3.571Year

75

70

S 165616
R-q 96.3%
RSq(adj)  95.6%

1932 1933 1934 1935 1936
Year
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RES Storks

-20

Scatterplot of RES Storks vs RESI _Pop

30

103



RES Storks

40

Scatterplot of RESI_Storks vs RESI_Pop

30

20

o
\

1
S}
|

1

N

o
|

1
w
o

\

-40
-50

0.0
RES Pop

25

5.0

Correlations

Pearson correlation  0.931
P-value 0.002

Correlations

Pearson correlation  -0.163
P-value 0.727
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E WebPower - Caorrelation Coefficic X +

Cal NP1 Ny

— X

¥ 1 Q ol BE @

Other bookmarks

< C 0 @ htips://webpower.psychstat.org/models/cor01/
[ Email link RonLinks ﬁ LinkedIn n Facebook o News Ynet . NP3 -09YI9N P12 =& Sci-Hub: removing b
Navigation

= WebPower
= Ask Power

= My Analyses
= New Analysis
= Tools

= Manual

= References
= What's new
= Workshop

= FAQ

How many
observations
are needed to

determine
significant
correlation?

Correlation Coefficient
Parameters (Help)
Sample size 50
Correlation 0.3

# of vars partialed out 0

Significance level 0.05
Power
H1 Two sided v
Power curve Show power curve v
Note Power for correlation
Calculate

Output

Power for correlation

n r alpha power
50 0.3 0.05 0.5729

URL: http://psychstat.org/correlation

s

Type | error
(false positive)

Type Il error
(false negative)

Power Curve https://webpower.psychstat.org/models/c@l/

Download PDF figure

http://www.divms.uiowa.edu/~rlenth/Power/ -

® webpower_manual...pdf

https://cran.r-project.org/web/packages/WebPower/index.html x



https://webpower.psychstat.org/models/cor01/
https://cran.r-project.org/web/packages/WebPower/index.html
http://www.divms.uiowa.edu/~rlenth/Power/

On spurious

http://www.tylervigen.com/spuriouscorrelations _
correlations

Per capita consumption of mozzarella cheese
correlates with

Civil engineering doctorates awarded

2000 2001 2002 2003 2004 2005 2006 2007 2008 2009
12Ibs 1000 degrees

2

©

g 2
:EJ 9.
€ 11lbs 800 degrees 3
o o
() =
2 E
o Q
5 2
© 10lbs 600 degrees ©
- g
S ®
N wn
N

e}

=

9lbs 400 degrees
2000 2001 2002 2003 2004 2005 2006 2007 2008 2009

-®- Engineering doctorates -¢- Mozzarella cheese consumption

tylervigen.com
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MNobel Laureates per 10 Million Population

Switzerland
= = Sweden
304
r=0.791
P<0.0001 e
Austria
=|= Norway
204 —
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154
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Belgiuml I I I
e s Finland
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Greece\,
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o+-- P -R@F -
China Brazil
| T 1
0 5 10

Chocolate Consumption (kg/yr/capita)

On spurious

correlations

Causality
effects?
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On spurious

correlations

subcompositionatoherence:
Using full composition or
usingsubcompositionone
should make the same
inference about relations
within the common parts.

The correlation coefficient is
not subcompositionaly
coherent.

Pearson, K1897) Mathematical
contributions to the theory of
evolution. On a form of spurious
correlation which may arise when
indices are used in the measurement
of organsProceedings of the

Royal Society of LonddnX,489-502
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On spurious

correlations
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Agenda

Background on causality in science and statistics

Fishbone cause and effect diagrams

Bayesian networks

Randomization in experimental designs

Propensity scores in observational studies

Counterfactuals and do calculus

Personalized medicine, condition based maintenance and Indd<iry
Future research areas
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F i— . NT—
oNo aphorism is more frequently repeated in connection with field trials, the
that we must ask Nature few questions, or, ideally, one question, at a time.
The writer is convinced that this view is wholly mistaken. Nature, he sugge:
will best respond to a logical and carefully thought out questionnaire. A

factorial design allows the effect of several factors and interactions betweer
them, to be determined with the same number of trials as are necessary to
determine any one of the effects by itself with the same degree of accaracy

R.A. Fisherl©26). The arrangement of field experimenfigurnal of the Ministry of Agriculture of Great
Britain 33, 503513

111



LE seul moyen de prévenir ces écarts, consiste a supprimer,
ou au moins a simplifier, autant qu'il est possible, le
raisonnement qui est de nous, & qui peut seul nous égarer,
a le mettre continuellement a I'épreuve de l'expérience; a
ne conserver que les faits qui sont des vérités données par
la nature, & qui ne peuvent nous tromper ; a ne chercher la
. . S verité que dans l'enchainement des expériences & des
D@Slgn Of EXperlmeﬂtS observations, sur-tout dans l'ordre dans lequel elles sont
. présentées, de la méme maniere que les mathématiciens

parviennent a la solution d’un probléme par le simple
arrangement des données, & en réduisant le raisonnement

By a des opérations si simples, a des jugemens si courts, qu’ils
R. A FiShCI‘, SL‘..D., F.R.S. ne perdent jamais de vue I'évidence qui leur sert de g'uit.ie.
Methode de Nomenclature chimigue,
Formerly Fellow of Gonville and Caius College, Cambridge A. L. LLAVOISIER, 1787,
Honorary Member, American Statistical Association -
and American Academy of Arts and Sciences I have assuﬁlﬂd] as [hE‘: EKPE‘I‘II‘I’]EHtEI’ E!.l‘Wé:'!.}’S

Galton Professor, University of London L ] .
does assume, that it zs possible to draw valid inferences

from the results of experimentation ; that it is possible
to argue fI'CIlTl CONsequences to causes, from observa-

Oliver and Boyd tions to hypotheses; as a statistician would say,

Edinburgh: Tweeddale Coyrt from a sample to the population from which the

London: 33 Paternoster Row, E.C. sample was drawn, or, as a logician might put 1t,
1937

from the particular to the general.




An implicit definition of causal effects by Fisher is the following:

If we say¥his boy has grown tall because he has been welledare

not merely tracing out cause and effect in an individual instance; we are
suggesting that he might quite probably have been worse fed, and that in
this case he would have been short¥e are, in fact, suggesting that
existing differences of nutrition can account for differences of stature
comparable to the standard deviation of staturdNow this is just what Is
meant when we speak of nutrition as a cause of variability; we thereby
mean that in a population absolutely uniform in regard to other causes,
such as breeding and exercise, existing differences of nutrition would
produce a certain variabllityin fact, that a certain percentage of the
variance must be ascribed to nutrition.

Fisher RA1019 The causes of human variabilitthe Eugenics Revig@(4): 213-220.



In the 19205 RA Fisher present@gandomizationas an essential ingredient
of his approach to the design and analysis of experiments, validating
significance tests. In its absence, the experimenter had to rely on his
judgement that the effects of biases could be discounted.

Twenty years later, Bradford Hill promulgated tlamdom assignment of
treatments in clinical trials as the only means of avoiding systematic bias
between the characteristics of patients assigned to different treatments
The two approaches were complementary, Fisher appealing to statistical
theory, Hill to practical needs. The two men remained on good terms
throughout most of their careers.

Peter Armitage4003 Fisher, Bradford Hill, and randomizatidmiernational Journal of Epidemiolo8%:925928



Bradford Hill, A.1953. Observation and experiment. New England Journal of Medi&869951001
Bradford Hill, A. 1969. The environment and disease: association or causation? Proceedings of the Royal & &
Society of Medicin®8:295300 -

Strength(effect size): A small association does not mean that there is not a causal effect, though the larger the
association, the more likely that it is causal.

Consistencyreproducibility): Consistent findings observed by different persons in different places with different
samples strengthens the likelihood of an effect.

Specificity Causation is likely if there is a very specific population at a specific site and disease with no other likely
explanation. The more specific an association between a factor and an effect is, the bigger the probability of a causal
relationship.

Temporality. The effect has to occur after the cause (and if there is an expected delay between the cause and
expected effect, then the effect must occur after that delay).

Biological gradient Greater exposure should generally lead to greater incidence of the effect. However, in some
cases, the mere presence of the factor can trigger the effect. In other cases, an inverse proportion is observed:
greater exposure leads to lower incidence.|

Plausibility. A plausible mechanism between cause and effect is helpful (but Hill noted that knowledge of the
mechanism is limited by current knowledge).

Coherence Coherence between epidemiological and laboratory findings increases the likelihood of an effect.
However, Hill noted that "... lack of such [laboratory] evidence cannot nullify the epidemiological effect on
associations".

Experiment "Occasionally it is possible to appeal to experimental evidence".

Analogy The effect of similar factors may be considered.



}US Surgeon General Luther Terry holds a copy of the 387
page report of the Advisory Committee to the Surgeon General
of the Public Health Service on the relationship of smoking to
by Sir Austin Bradford Hill cBe Dsc FRCP(hon) FRS  health Jan 11. 1964. He spoke at a Washington news
conference at which the study was released. It termed
smoking a health hazard calling for corrective action.”

(AP Photo/'hwg)

" The Environment and Disease:
Association or Causation?

(Professor Emeritus of Medical Statistics,
University of London)

Amongst the objects of this newly-founded Section
of Occupational Medicine are firstly ‘to provide a
means, not readily afforded elsewhere, whereby
physicians and surgeons with a special knowledge
of the relationship between sickness and injury
and conditions of work may discuss their prob-
lems, not only with each other, but also with
colleagues in other fields, by holding joint meet-
ings with other Sections of the Society’; and,
secondly, ‘to make available information about

; 11 the physical, chemical and psychological hazards
AUStIn Bradford HI” of occupation, and in particular about those that

(1897_199 1 are rare or not easily recognized’.

BRITISH MEDICAL JOURNAL

LONDON SATURDAY SEPTEMBER 30 1950

SMOKING AND CARCINOMA OF THE LUNG
PRELIMINARY REPORT
RICHARD DOLL, M.D., MR.CP,

L L
Member of the Statistical Research Unit of the Medical Research Council
an
A. BRADFORD HILL, Ph.D, D.Se.
Professor of Medical Statistics. London School of Hygiene and Tropical Medicine : Honorary Director of the Statisiical
Research Unit of ihe Medi peil

edical Research Cour

Br Med J. 1950 Sep 30; 2(4682): 739i 748.
Smoking and Carcinoma of the Lung
Richard Doll and A. Bradford Hill

(1912¢ 2005 116



Cornfield Inequality

Cornfield JX956). A statistical problem arising from retrospective studigd3roceeding8rd
il Berkeley Symposium on Mathematical Statisdc$35¢48.

R, Is the observed relative risk between an exposed and unexposed
group, which could be explained by an unmeasured confounder, U.
Ry Is no greater than the ratio of the prevalence of U in the exposed to
that in the unexposed populationgR R;, where Ris the ratio of risk

In those with U compared to those without U.

Lung cancer in asbestos workerglative risk of asbestos exposed workers dying from lung
cancer i%6.8times their expected number in general population.

60% of all males smoke30% of males in asbesta®lated occupationsThe prevalence ratio,
0.80.6=1.33 is much less than,R 6.8, so Cornfiel@ inequality implies that smoking cannoi
explain the entire association between asbestos and lung cancer. 117



Cornfield Inequality

0The consistency of all the epidemiologic and experimental
evidence also supports the conclusion of a causal relationship

Cornfield JHaenszeWW, Hammond EC, Lilienfeld ABhimkinMB, WynderEL 1954 Smoking
¥ and lung cancer: recent evidence and a discussion of some guestibhgtl Cancer In$065422:

Wil

cigarette smokinresults in animals are fully consistent with the

epidemiologic findings in man.

When a demonstrable parallelism exists between epidemiologi

C
th.

data and laboratory findings, greater significance accrues to éc
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Design of Experiments Strategy

* Industrial

O Jtatisticog
Scoping Screening Optimizing Robusthess
Initial Fractional Response Robust

assessment designs surfaces ‘ designs

Gain Knowledge Build
\} / Confidence

Replicates and pseudareplicates (Hurlbert): ‘
https://web.ma.utexas.edu/users/mks/statmistakes/pseudorep.htmi
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https://web.ma.utexas.edu/users/mks/statmistakes/pseudorep.html
https://web.ma.utexas.edu/users/mks/statmistakes/pseudorep.html

Experiment

Make it your motto day and night
Experiment

And it will lead you to the light

The apple on the top of the tree

Is never too high to achieve

So take an example from Eve
Experiment

Be curious

Though interfering friends may frown,
Get furious

At each attempt to hold you down
If this advice you'll only employ
The future can offer you infinite joy
And merriment

Experiment

And you'll see

Mabel Mercer sings Cole Porter



Rubin: What if, in a randomized experiment, the chosen
randomized allocation exhibited substantial imbalance on a
prognostically important baseline covariate?

Cochran: Why didn't you block on that variable?

Rubin: Well, there were many baseline covariates, and the
correct blocking wasn't obvious; and [ was lazy at that time.

Cochran: This is a question that I once asked Fisher, and his
reply was unequivocal:

Fisher (recreated via Cochran): Of course, if the
experiment had not been started, [ would rerandomize.

Don Rubin, Annual meeting of Israeli Statistical Associatidsy, 2018

When asked: How yo
would handle a rando
order with a
perceptible pattern?
Fisher responded that
he did not understand

the question:a would
of course rerandomize

D.R. Cox (personal
communication,
26/2/2019
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On randomization and
re-randomization




24 DESIGNS FOR THE REDUCTION OF ERROR

and T, T;, giving each equal probability. The full discussion of this proce
randomization is deferred to Chapter 5. Sof
A typical arrangement of treatments resulting from such a r
shown in Table 3.1 together with some fictitious observations. For each pair
units the difference between the observation on T, and the observation op T, is
calculated. The treatment effect is estimated by d, the mean of these d
and the estimated standard error of @, and a test of the statistical signifi
can be obtained by simple standard statistical calculations (Goul
p- 51), the amount of the uncontrolled variation being estimated

andomizatioy ;,

ifferences,

cance of 4
den, 195,

from the
observed dispersion of the differences in the last column of Table 3.1.
TABLE 3.1
PAIRED COMPARISON EXPERIMENT
Day First Unit Second Unit Difference, d
1 T;:2.8 Ton 3.2 0.4
2 Ts23.1 15251 0.0
3 T 3.4 T,:2.9 0.5
4 T,:3.0 Tt 3.5 0.5
5 T,:2.7 Ty:34 0.3
6 T,:2.9 T,:3.0 —0.1
7 T,:3.5 T,:3.2 0.3
8 T,:2.6 Ty:2.8 0.2

p—

Mean, d = 0.262

A treatment is applied
as TLor T2.

What is the treatment effect
Is the effect at Z greater
than the effect at T?

Density

04|

0.3

0.1

00

Distribution Plot
T, df=7

0.006051

0 3.35897
X

f_?

Estimated standard error = 0.078 \/ 123
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Following this
Introduction,

Cox discusses three
approaches marked
below In red, green
and blue.

Further discussion IS
marked in yellow.



